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Investigating dynamic relationship among stock markets has received considerable attention by both 
academics and practitioners. Hence, this study presents new integrated model, Grey-VAR Model, to modify 
Granger causality test procedure that can investigate dynamic relationships of high-tech industries. These 
results provide evidences that there exist the short-term equilibrium relationship of high-tech industries and 
the investors can alter portfolio allocation. 
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INTRODUCTION 

 
“Economic Integration” has grown among continental 
European countries, beginning with regional economies prior 
to 1948. Globalization not only promotes worldwide 
economies, but also forms regional economic alliances. 
Most world commerce consists of regional organizations, 
with different levels of economic development among Asian 
regional economies. Newly industrializing countries face 
economic growth and development challenges with local 
economies now transitioning to participate in the global 
economy. Asian markets now face worldwide competition 
and must communicate and work together to survive and 
succeed (Brown et al., 2009; Hsu, 2009; Wang et al., 2010). 
Moreover, Asian stock markets need to actively construct a 
regional economic alliance organization. Interrelationships 
among the four most powerful nations: the United States, 
Russia, China, and Japan, are generally stable and 
improving, yet there is still no complete harmony. Improved 
relations and the economic alliance between the United 

States and Japan remains the most important factor in the 
Asia-Pacific region. Following the Second World War, the 
United States became a superpower. The U.S. has the 
most advanced technology and economy in the world and 
has traditionally been a dominant economic influence in 
the Asia-Pacific region (Kim and Mathur, 2008; Chen et 
al., 2010). It continues to play a very important role in the 
region’s affairs, especially in the evolving economies of 
both Japan and Taiwan. Japan is the major trade partner 
of U.S. Japan is the second largest economic power in 
the Asia-Pacific region and also greatly affects Asia-
Pacific security. Japanese interdependent economic 

 
 
relations with Asian-Pacific region, especially the U.S., 
are so close that it cannot be economically separated 
from them (Sohn, 2002; Swartz, 2006; Burdekin and 
Whited, 2009; Chen et al., 2010).  

Previous studies have pointed out that dynamic 
interrelationship with a significant transmission effect exists 
between these most international stock market. Results 
revealed that the United States and Japan are the two most 
powerful influences in each of these seven regional stock 
markets (Granger, 1969; Chan et al., 1992; Arshanpalli and 
Doukas, 1993; Chung and Liu, 1994; Choudhry, 1996; Chan 
et al., 1997; Ghosh et al., 1999; Jang and Wonsik, 2002; 
Hung, 2009; Mandaci and Torun, 2010). Specific research 
that investigates the “lead-lag” relationship between 
Japanese and Taiwanese high-tech industries that has 
resulted from exposure to U.S. high-tech industrial stocks in 
the financial markets did not exist prior to this study.  

By employing conventional and advanced time-series 
techniques, this work investigates the dynamic short-term 
causal relationships and long-term equilibrium 
relationships among the stock prices of the United States, 
Japan, and Taiwan. Lead–lag relations and data 
concerning long-term co-movement among the three 
variables may provide an excellent asset allocation 
reference for multinational enterprises and international 
investors (Johansen, 1988; Neih and Chang, 2003). This 
paper is organized as follows: Section 2 presents the 
methodology. Next, section 3 describes the preliminary 
analysis and presents empirical evidence. Finally, section 
4 discusses the results and presents conclusions. 



 
 
 

 
METHODOLOGY 
 
Unit root tests 
 
To accomplish the goal of avoiding “spurious regression”, the series 
must be carefully examined for “stationarity”. Since non-stationary 
regressors invalidate many standard empirical results, a “unit-root” 
test was developed by econometrists for examining time series 
stationarity (Granger, 1988). The ADF models are used in the 
following forms: 
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The  null  hypothesis  for  the  ADF  test  is:  H0: 
φ

 =  0,  with  the 

alternative H1: −2 < 
φ

 < 0. Suitable lag length must be pre-

designated to avoid biased estimation if lag length has not been 

rigorously determined. The Akaike’s information criterion (AIC) was 

used to determine the optimal lag number. 

 

Co-integration tests 
 
This long-run equilibrium relationship is referred to in the literature 
as co-integration. Applying the idea of Johansen methodologies, a 
p-dimensional VAR model is constructed with Gaussian errors, 
which can be described by its first-differenced error-correction form 
as: 
 

ρ1    Yt −1  − ∏Yt −1   ΦEt   ε t (4) 

where Yt   is the vector of the national stock series studied;  
ε

 t  is 

i.i.d. N(0, 
σ

 ), a white noise process; i = 
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 Ak. The  Π  matrix 
provides information about the long-run relationship among  
elements of Yt, and the rank of the Π matrix is the number of 

linearly independent and stationary linear combinations of stock 

price indexes studied. Thus, testing for co-integration involves 

testing for the rank of the Π matrix, r, by examining whether the 

eigenvalues of Π are significantly different from zero. 
 

 
Granger-Causality test 

 
Granger causality is applied to examine whether one-way causality 
or feedback (bi-directional) exists between variables. A VAR model 
was used in the non-stationary case and no co-integration was 
found among the variables; otherwise, Granger (1988) proposed 
that if a co-integrating vector exists among variables, the Vector 

Error Correction Model (VECM) should be used. The two series, Yt 

and Zt, are considered, with the Granger causality test in the 
following form: 
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Where, Xt and Yt are stationary random processes intended to 
capture other relevant information not contained. The lag lengths, n 

and m, were decided by AIC in our study. The series Yt fails to 
ˆ 

cause Xt if θ0 (j) = 0 (j = 1, 2, 3, m1); and the series Xt  fails to 
ˆ 

Granger cause Yt if 
θ

1 (i) = 0 (i = 1, 2, 3, n1). However, the error 
term is the unexplainable random component and is different from 
the explanatory variables, and thus εt indicates the total unexpected 
information at time t conditional on the set of past information. 
Unpredictable random and nonlinear effects always exist regardless 
of how well-specified an econometric model may be. These effects 
are also absorbed into the error term. Therefore, εt implies the 
unexpected change and may indicate different information of 
unclear conditions, thus εt is an uncertain time sequence (Dickey 
and Fuller, 1979). Grey Systems involve the analysis, handling and 
inter-pretation of indeterminate or uncertain information sequences, 
and aim to tackle a model that involves partially known parameters 
or information (Wang and Lin, 2008). The time sequence involving 
fully known information thus can be described as a “White” 
sequence, whereas an entirely unknown time sequence can be 
described as “Black” sequence. Meanwhile, a time sequence 
containing a mix of “uncertain information sequences” is termed a 
“Grey” sequence. The Grey theory primarily focuses on “uncertain 
information sequences” such as unexpected shock of stock return, 
and transforms uncertain and irregular sequences to further 
understand the sequence through Grey Prediction (Lin et al., 2008). 
Additionally, Grey Modeling (GM (1,1)) is employed to reduce the 
stochastic and nonlinearity of the error term sequence, and then to 
forecast the parameter estimates to further adjust the trans-
formation of the error term sequence. Recently, related researches 
have used GM(1,1) on the economic and financial applications is 
expanding rapidly (Deng, 1982, 1990; Wang et al., 2009).  

In this paper, we combine new integrated VAR model with the 
GM(1,1) to improve a natural framework to test the Granger 
Causality of high-tech industries. In general, the error terms 

sequence, εt , contains a mix of known and unknown information 
based on the set of past information at time t. GM(1,1)-VAR model 
offers a range of techniques for dealing with “grey” information 
sequence and therefore potentially assists the prediction of VAR 
model in an uncertainty time sequence. Consequently, this paper 
adopts the characteristics of GM(1,1) to modify the error terms and 
propose the GM(1,1)- VAR model. The procedures of error terms 
sequence’s modification are as follows: 
 

1.   Define   the original   error terms   sequence   ε( 0 ) ,   where 
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2. Shift the original error terms sequence by adding the minimum 
value of the original sequence to meet the non-negative condition 

and the new sequence X 
( 0 )

   is given by      
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3. To obtain the first-order cumulative sum sequence X 
(1)

 from X 
( 0 

)
 through once of AGO procedure (Accumulated Generating 
Operation). 
 

X 
(1)

 X
(1)
(1),X

(1)
(2),L,X

(1)
(T) 

(9) 
 

Where, the generating series for the cumulative summation will be 
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4. If the original error terms series 
X ( 0 )  

lacks any apparent trend, 
 
the generating series would then have an apparent trend with 
 

an absolute value increasing one-by-one. This provides a basis for 
establishing a calculus model using differential equations. When the 
differential equation model is of order one and includes just one 
variable, the model is referred as to as GM(1,1). The general form 
of GM(1,1) has the following form: 
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In Equation (11), 

A
 is the development coefficient and  

B
 is the 

 

grey control parameter. From the time response function of the first 
derivative, the general solution to Equation (12) is: 
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According to the definition of differential equation: 
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If 
I
  1 , then Equation. (14) can be written as: 
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Then the original differential equation can be described by: 
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where  Z 
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 (I) is   the   background   value, and 
 

Z 
(1)

 (I)  δX 
(1)

 (I)  (1 − δ ) X 
(1)

 (I − 1),  I ≥ 2. δ denotes  a horizontal 
 

adjustment coefficient, and 0  δ  1.         
 

Parameters  a  and b in  Equation (15)  can be  obtained  from 
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5. Putting a and b obtained from the grey differential equation back 
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modes from one accumulative addition, reverse addition is required 
to recover the predicted sequence. From 

ˆ (0) ˆ (1) ˆ (1) (I)
  , one can obtain Equation (16), which 

 

X (I1)  X (I1)−X  
 

is the dynamic situation of future values generated by the GM(1,1). 
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Finally, forecasted original error at time t+1 is given by    
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In this paper, we modify the error terms by GM(1,1) in VAR model 
can be estimated the result by the Granger causality test procedure. 
 

 

Impulse response function and variance decomposition 
 

Recent studies apply impulse response functions (IRF) and 
variance decomposition (VDC). An IRF traces a market response to 
an innovation within the market (Nieh and Lee, 2001; Wang, 2009). 
The IRF is given in the following expression: 
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where 
ε

 t is a 3  1 vector of disturbances and 


  is also a 3  1 

vector  of constants.  The  
θi

    are 3×3  matrices  with  
θ0

 =I3 and 

elements of  
θi

    are the “impact multipliers”, which  examine the 
interaction among the United States, Japanese, and Taiwanese 
stock markets over the entire path. IRFs show the expected 
responses of market j to a typical change in market k. 
 

The (VDC) measures the market forecast error variance 
percentage occurring as a result of a shock to its own and other 
endogenous variables in the VAR. The variance-covariance matrix 
of the k-step ahead, forecast errors with its decomposition given by 
the following expression: 
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where Yt is the vector moving Autoregression (VMA) representation 
 ∞  
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decomposition. 

 

EMPIRICAL RESULTS 

 

This study was conducted based upon data compiled 
from the NASDAQ Index, the Nikkei 225 Index and the 
TAIEX Index which was collected from the Taiwan 
Economic Journal (TEJ) database during 2004-2008. 
This study explored the interactive behavior of the stock 
markets, and revealed obviously dynamic short-term 
phenomenon that caused short-term trading by investors. 

X(1) 



 
 
 

 
Table 1. Unit root test.  

 

Market - 1
st

 difference test statistic Critical value (1%) 

U.S. -2.596 -26.293 -3.439 

Japan -0.880 -26.279 -3.439 

Taiwan -1.901 -24.878 -3.439 
 

Note: 1
st

 difference signifies the symbols for the ADF 1
st

 difference test statistic. 
 

 
Table 2. Co-integration rank test.  

 
    Trace statistic Critical value (1%) 

 Rank = 0 17.455 35.458  

 Rank≦1 5.497 19.937  

 Rank≦2 1.321 6.635  

 Table 3. Granger causality test.    
       

   Null Hypothesis F-Statistics P-Value  

   U.S. does not GC Japan 70.512 1.6E-28*** 

   Japan does not GC U.S. 1.209 0.299  

   U.S. does not GC Taiwan 43.975 1.1E-18*** 

   Taiwan does not GC U.S. 0.0633 0.532  

   Japan does not GC Taiwan 2.790 0.062*  

   Taiwan does not GC Japan 0.341 0.711  
 

Notes: 1. ***, ** and * denote significance at the 1, 5 and 10% levels, respectively. 2. The null hypothesis, H0 
, is for “no causal relation”. 3. GC means Granger cause. 

 
 

 

In the course of the study, inconsistent trading date data 
were removed from stock indices as trading and non-
trading days were inconsistent among the sample stock 
markets. Table 1 presents the results of ADF test that the 
stock price series from these three stock markets cannot 
reject the unit root test as non-stationary. The table 
indicates whether stock price indices reject the non-
stationary unit root test in the first difference and appear 
stable. Various co-integration estimation methods applied 
captured the long-run equilibrium relationship among 
stock price series. They proposed two test statistics for 
testing the number of co-integrating vectors (or the rank 
of Π), namely the Trace (Tr) and maximum eigenvalue (L-
max) statistics. Trace (Tr) statistics were used in this 
paper. Results presented in Table 2 show that Trace (Tr) 
statistics propose no co-integration vector existing among 
the three variables. The result shows that it is unable to 
refuse the r = 0 hypothesis under the VAR model 1% 
significance, showing no co-integrated vectors among the 
stock price indices of Taiwan, the United States, and 
Japan during this test period.  
Granger-causality test results are presented in Table 3 
that the United States stock market has a one-way 
relationship influencing Japan and Taiwan, while the 
Japanese stock market has a simultaneous one-way 

 
 
 

 

relationship with Taiwan. Significant bi-directional 
causality is not found among the United States, Japan 
and Taiwan stock indices. Results indicate the United 
States stock market influences both Japanese and 
Taiwanese stock markets, and the Japanese market 
influences markets in Taiwan. This findings show that 
Japan does not influence Taiwan nearly as much as do 
markets in the United States. Since the estimated 
coefficients of a VAR are difficult to interpret, the IRF and 
VDC system must both be considered in order to draw 
valid conclusions. The interactive impact reciprocal 
explanation according to impulse response functions and 
forecast error variance decomposition among the United 
States, Japan and Taiwan is finally analyzed. The United 
States, Japan and Taiwan are arranged in proper 
sequential order. Internal competitiveness manifested 
within Taiwanese, U.S. and Japanese stock markets 
drive impulse response functions. The United States 
stock market is however, obviously more independent 
and powerful than the others. Moreover, the Japanese 
market is significantly influenced by U.S. stock market, 
and insignificantly related to Taiwanese market.  

The decomposition forecast error variance on the other 
hand, can be observed in an endogenous variable into 
percentage volatility of its own and those of other 



 
 
 

 
Table 4. The forecast error variance decomposition.  

 
 Period U.S (%) Japan (%) Taiwan (%) 

 

 2 99.906 0.080 0.014 
 

U.S. 
5 99.220 0.336 0.444 

 

8 99.220 0.336 0.444  

 
 

 10 99.220 0.336 0.444 
 

 2 21.331 78.514 0.155 
 

Japan 
5 21.378 78.412 0.209 

 

8 21.378 78.411 0.211 
 

 
 

 10 21.378 78.411 0.211 
 

 2 16.553 10.457 72.990 
 

Taiwan 
5 16.809 10.536 72.655 

 

8 16.809 10.536 72.655  

 
 

 10 16.809 10.536 72.655 
 

 
Notes: 1. The values of the forecast error variance decomposition in an endogenous variable into percentage shocks to its 
own and other endogenous variables in the VAR. 2. Each number is in a percentage value. 

 
 

 

endogenous VAR variables (Table 4). These results 
provide information about the relative importance 
(exogenous ordering) of each random innovation to the 
variables. Analytic results of the decomposition forecast 
error variance showed that the U.S. stock market has the 
highest self-explained power with the influence of 
Japanese and Taiwanese stock markets regarded as 
secondary, and Taiwanese stock market has a lower self-
explained power and is easily influenced by U.S. and 
Japanese stock markets. Moreover, Japanese stock 
market variance is more highly affected by U.S. stock 
market variance than it is by variables within the 
Taiwanese stock market, indicating a relatively strong 
stock market relation between Japan and the U.S. Finally, 
the influence of the Taiwanese stock market is minimal, 
and its effect upon U.S. and Japanese stock markets is 
relatively low.  

These results are inconsistent with Worthington et al. 
(2003) and Wang et al. (2010). In knowledge-based 
economy, U.S. and foreign countries such as Japan and 
Germany have collected patent royalties paid by foreign 
companies in the high-tech industries, respectively. The 
international trading market has gradually increased. The 
impact of patents or technology licensing is comparable 
to that of commercial activities; the underlying technology 
supports an active marketplace. Patent royalties are a 
major source of corporate income, so corporations must 
remain vigilant in avoiding patent infringement and the 
attendant losses of royalty payments. 
 

 

Conclusion 

 

In this study, time series  methodologies  were  employed 

 
 
 

 

to analysis the hi-tech industrial stock market. Hi-Tech 
industrial interdependence is among the United States, 
Japan and Taiwan that was determined by utilizing the 
electronic sector stock index. As the US stock market is 
the current leading research benchmark, it most 
powerfully explains its own volatility by variance 
decompositions in our research. According to the 
Granger causality test, Japanese stock market also 
influentially affects Taiwan. The United States developed 
rapidly in the early twentieth century, with its influence 
extending throughout the entire Pacific, and its presence 
in Asia-Pacific affairs is still important today. United 
States and Japan are two of these major trading partners; 
the electronics industry plays a critical role in Taiwanese 
economy. Therefore it may be more appropriate to 
consider the electronics industry when investigating 
financial relationships between these three stock 
markets.  

According to research institution IDC, Taiwan has 
become the third largest manufacturer of electronics 
products for personal computers, and the world’s fourth 
largest supplier for the high-technology industry. Hence, 
following the international high-tech countries like the 
United States and Japan have already been focused on 
the consumer electronic products, Taiwan will have 
assembled a complete core electronics industry supply 
chain (Lin et al., 2008). However, at present, Taiwanese 
capital and information of high-technology industrial to be 
highly concentrated, short product cycle and turnover is 
very fast; therefore, the industry competition is more 
drastic than other industries. Hence, with the integration 
trend of high-technology industries, Government had to 
adjust the industrial structure of high-tech industry and 
operational model to enhance Taiwanese economic 



 
 
 

 

system, capital market structure and competitive 
advantage of nations. 
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