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In the design of mechanical assembly, the dimension-chain tools take into account the manufacturing 
dispersion of the parts and assembly defects. This ensures the interchangeability of the different 
components and guarantees that an assembly can carry out different service functions, as it is modeled 
in infinitely rigid solids. However, this approach does not take thermo-mechanical effects and 
deformation due to inertia effects like gravity, angular velocity etc., into account. Most materials change 
length as they change temperature. As a result of this change, the dimensions and tolerances of a 
product become at variance with the design values. Hence, thermal effects must be taken into account 
when designing a product that will undergo temperature cycling and yet, the different operating regimes 
of an assembly make it indispensable that the effects caused by the thermodynamic cycle should be 
integrated. In this regard, a finite element model of a machine assembly is created in order to determine 
the deformation due to change in temperature and inertia effects. The aim of this article is to include the 
deformation determined by Finite element analysis in the dimension chain thereby controlling clearances 
in the mechanical assembly. The approach first generates a Cost-tolerance model using neural network 
where the inputs are parameters and tolerance levels. Then, Finite element analysis of the machine 
assembly is carried out. The deformation obtained by FEA is then included in the dimension chain. 
Finally, optimization is done using Non-dominated sorting genetic algorithm II (NSGA II). The results 
provide designers with optimal component parameters and tolerance values, and the critical components 
and the manufacturing cost. The approach can also guarantee that the parameter and tolerance values 
found remain within tolerance for the temperature variation. Then, the product can function as intended 
under a wide range of temperature conditions for the duration of its life. 
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INTRODUCTION 
 
Both the performance and reliability of products are 
strongly influenced by temperature (Bejan et al., 1996; 
Sergent and Krum, 1998). Hence, exposure to a 
temperature that is higher or lower than the product is 
designed to withstand, may result in the failure of the 
product to perform to specification, or in total failure. As 
demands for product quality continually increase, the 
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problem of temperature impact becomes an important 
and challenging issue. A survey shows that the impact of 
temperature on a product contributes to a substantial 
portion of product failures. Unfortunately, the effects of 
temperature impact are often ignored during the design 
process or are considered too late; consequently, design 
changes are limited and become very costly. Hence, 
integration of thermal impact into the early design cycle 
will ultimately lead to more robust and reliable products 
which undergo temperature changes during their 
application. The detrimental effects of excessive 
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temperatures may be divided into two categories. The 
first category is soft failures which are caused by the 
tendency of the parameters and tolerances of 
components to exhibit a degree of sensitivity to 
temperature variation.  

As the temperature increases or decreases, the 
cumulative effects of component parameter drift and 
tolerance variation may eventually cause the output 
variables of interest to deviate from the design 
specifications. The second category is hard failures, 
which occur as a result of component breakdown 
resulting from temperature variation. This deviation of 
temperature from the acceptable operating temperature 
established by the design specification creates 
mechanical stresses in components, which may cause 
fatigue, cracking, fracture, or displacement. One possible 
way to reduce temperature impact is through thermal 
control by reducing or adding heat to the product, so that 
the temperature remains within an acceptable range.  

However, thermal control results in a dramatic increase 
in cost owing to the required cooling or heating 
equipment and the increase in size, weight, and cost. 
Robust design should be employed to find the 
appropriate parameter and tolerance values for each 
component of a product, so that the output quality of 
interest is resistant to extreme temperature variation. As 
is known, quality engineering uses robust design to 
improve product or process quality by reducing the 
effects of variation. The variation of output can be 
reduced by two methods (Kacker, 1985; Nair, 1992; 
Padke, 1989). One is parameter design which adjusts the 
parameter value so that the output is less sensitive to 
causes of variation. The other is tolerance design which 
reduces the tolerance value to control the variation 
(Evans, 1974). There is usually no cost associated with 
changing parameter values. However, reducing tolerance 
values always leads to additional costs. Hence, 
parameter design is normally carried out prior to 
tolerance design for economic reasons.  

Generally, there are two types of input variables in 
product or process design: 1) those with a tolerance 
requirement and 2) those without a tolerance 
requirement. As a result of the fact that the values of 
these input variables do not influence product application 
and manufacturing operation, only the nominal values 
need be determined. Hence, for the first type of input 
variable in product or process design, if the quality 
determined by measuring the output variables which 
result from parameter and tolerance design have the 
same unit, optimization of the parameter and tolerance 
design may be completed in one step (Jeang, 2001; 
Jeang and Chang, 2001). For product or process design, 
the quality function describing the relationship between 
the output quality of interest and the input variable of the 
design may or may not be available. For the former 
situation, well-known methods such as root-sum- square 
(RSS), worse-case (WC), and numerical simulation can 

 

 
 
 

 
be applied directly for design analysis; however, the latter 
situation requires a physical experiment (Nigam and 
Turner, 1995). This paper considers a situation where the 
quality function is known. A distinct advantage over the 
situation where the quality function is not available is that 
costly physical experimentation can be replaced by 
numerical simulation (Welch et al., 1990).  

Furthermore, the computation of design analysis will be 
more accurate because the quality function is not 
estimated in this case. A measurement score which is 
converted from the values found through numerical 
simulation will be used. The measurement score (or total 
cost) includes quality loss, manufacturing cost, and failure 
cost. This score is also called the response value in the 
statistical analysis presented. Normally, it is efficient to 
proceed with the design activities if a functional 
relationship (or response function) exists between the 
measured score (or response value) and the set of 
design input variables. In addition to finding the best 
component design values during the design process, it is 
necessary to locate the critical components of product or 
process design, particularly by a repeated application 
under uncertain design conditions.  

Traditional tolerance analysis methods assume that all 
objects have rigid geometry. The variance is increasingly 
stacked up as components are assembled. The 
geometric variation of assembly is always assumed to be 
larger than those of its subassemblies and components. 
This rigid body analysis overlooks the role of deformation 
of flexible parts of the assembly due to inertia effects like 
gravity, angular velocity, etc. The conventional addition 
theorem of tolerances has to be suitably modified to 
accommodate deformation due to the inertia effects. 
Several studies have been carried out to manage 
compliant structure (Jack and Camelio, 2006; Stewart 
and Chase, 2005; Soderberg et al., 2006; Xie et al., 
2007). The finite element (FE) simulation is used to 
predict the influence of geometric tolerances on the part 
distortions for complex part-forms and assembly designs 
(Manarvi and Juster, 2004). Tolerance analysis of hull is 
done considering thermo mechanical effect (Pierre, 
2009), where the effect of thermal flux in modifying the 
contacts and distortion the geometry of parts are studied. 
In this paper, a finite element model of a machine 
assembly is created in order to determine the deformation 
due to change in temperature and inertia effects. The aim 
of this article is to include the deformation determined by 
Finite element analysis in the dimension chain thereby 
controlling clearances in the mechanical assembly. 
 
 
 
NEURAL NETWORK-BASED COST-TOLERANCE 
FUNCTIONS 
 
Neural networks have received a lot of attention in many 
research and application areas. One of the major benefits 
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Figure 1. Element geometry. 
 
 

 
of neural networks is the adaptive ability of their 
generalization of data from the real world. Exploiting this 
advantage, many researchers apply neural networks for 
nonlinear regression analysis and have reported positive 
experimental results in their applications (Stern, 1996). 
Recently, neural networks have received a great deal of 
attention in manufacturing areas. Zhang and Huang 
(1995) presented an extensive review of neural network 
applications in manufacturing. Neural networks are 
defined by Rumelhart and McClelland (1989) as 
`massively parallel interconnected networks of simple 
(usually adaptive) elements and their hierarchical 
organizations which are intended to interact with objects 
of the real world in the same way as biological nervous 
systems do.  

The approach towards constructing the cost-tolerance 
relationships is based on a supervised back-propagation 
(BP) neural network. Among several well-known 
supervised neural networks, the BP model is the most 
extensively used and can provide good solutions for 
much industrial application (Lippmann, 1987). A BP 
network is a feed-forward network with one or more 
layers of nodes between the input and output nodes. An 
imperative item of the BP network is the iterative method, 
that propagates the error terms required to adopt weights 
back from nodes in the output layer to nodes in lower 
layers. The training of a BP network involves three 
stages: 1) the feed forward of the input training pattern, 2) 
the calculation and BP of the associated error, and 3) the 
adjustment of the weights. After the network reaches a 
satisfactory level of performance, it will learn the 
relationships between input and output patterns and its 
weights can be used to recognize new input patterns. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1 depicts a BP network with one hidden layer. 

The hidden nodes of the hidden layer perform an 
important role in creating internal representation. The 
following nomenclatures are used for describing the BP 
learning rule: 
 
netpi = net input to processing unit i in pattern p (a pattern 
corresponding to a vector of  
factors),  
wij = connection weight between processing unit I and 
processing unit j, 
api = activation value of processing unit i in pattern p, 
δpi = the effect of a change on the output of unit I in 
pattern p, 
gpi = target value of processing unit 

i, ε = learning rate. 
 
The net inputs and the activation values of the middle 
processing nodes are calculated as follows: 

net
 pi  


 ∑

w
 ij

a
 pj 

,
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net pi   


 

 

 1   exp  
 

The net input is the weighed sum of activation values of 
the connected input units plus a bias value. Initially, the 
connection weights are assigned randomly and are varied 
continuously. The activation values are in turn 
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used to calculate the net inputs and the activation values 
of the output processing units using the same Equations  
(1) and (2). Once the activation values of the output units 
are calculated, we compare the target value with 
activation value of each output unit. The discrepancy is 
propagated using  

δpi   gpi − api fi
'
 netpi  

(3) 

 
For the hidden processing units in which the target 

values are unknown, instead of Equation (3), the 
following equation is used to calculate the discrepancy. It 
takes the form 

δ f
'
 net  δ w .  

 

piipi ∑ pk   ki (4)  
   

k 

 
From the results of Equations (3) and (4), the weights 
between processing units are adjusted using  

w
ij 


 

εδ
pi

a
pj

.
 

(5) 
In this paper, neural network is used to generate a 

Cost-tolerance model, the inputs being parameters and 
tolerance levels. 
 
 
FINITE ELEMENT ANALYSIS     

The finite element method (FEM) is a numerical 
technique for  finding approximate solutions of  partial 
differential equations (PDE) as well as of integral  
equations. The solution approach is based either on 
eliminating the differential equation completely (steady 
state problems), or rendering the PDE into an 
approximating system of ordinary differential equations, 
which are then numerically integrated using standard 
techniques.  

The Finite Element Method is a good choice for solving 
partial differential equations over complicated domains 
(like cars and oil pipelines), when the domain changes 
(as during a solid state reaction with a moving boundary), 
when the desired precision varies over the entire domain, 
or when the solution lacks smoothness.  

FEM allows detailed visualization of structures bend or 
twist, and indicates the distribution of stresses and 
displacements. FEM software provides a wide range of 
simulation options for controlling the complexity of both 
modeling and analysis of a system. Similarly, the desired 
level of accuracy required and associated computational 
time requirements can be managed simultaneously to 

 

 
 
 

 
address most engineering applications. FEM allows entire 
designs to be constructed, refined, and optimized before 
the design is manufactured.  

In this paper, we have chosen the finite element 
analysis method to find the deformation in the machine 
assembly due to change in temperature and inertia 
effects .This analysis is done by using the ANSYS11.0 
software. The analysis of the machine assembly is 
carried out by commercial FEM code ANSYS 11.0 with 
SOLID 98 element. SOLID98 is a 10-node tetrahedral 
element with quadratic displacement behavior and is well 
suited to model irregular meshes (such as produced from 
various CAD/CAM systems). When it is used in structural 
and piezoelectric analyses, SOLID98 has large deflection 
and stress stiffening capabilities. The element is defined 
by ten nodes with up to six degrees of freedom at each 
node. 
 

 
ELITIST NON-DOMINATED SORTING GENETIC 
ALGORITHM (NSGA-II) 
 
Kalyanmoy Deb proposed the NSGA-II algorithm (2002). 
Essentially, NSGA-II differs from non-dominated sorting 
Genetic Algorithm (NSGA) implementation in a number of 
ways. Firstly, NSGA-II uses an elite-preserving 
mechanism, thereby assuring preservation of previously 
found good solutions. Secondly, NSGA-II uses a fast non-
dominated sorting procedure. Thirdly, NSGA-II does not 
require any tunable parameter, thereby making the 
algorithm independent of the user. Initially, a random 

parent population Po is created. The population is sorted 
based on the non-domination. A special book-keeping 
procedure is used in order to reduce the computational 

complexity to O(MN
2
). Each solution is assigned a fitness 

equal to its non-dominated level (1 is the best level). 
Thus, minimization of fitness is assumed. Binary 
tournament selection, recombination, and mutation 

operators are used to create a child population Qo of size 
N, thereafter; the algorithm that follows is used in every 
generation. 
 
Rt=PtUQt 
 
F=fast-non-dominated-sort(Rt) 
Pt+1 = φ and i=1 
Until  Pt+1  + Fi  ≤N 
Pt+1= Pt+1U Fi 
 
crowding-distance-assignment(Fi) 
i=i+1 
Sort(Fi ∝n ) 
Pt+1= Pt+1 U Pt+1[1:(N- Pt+1 
)] Qt+1 = make-new-
pop(Pt+1) t=t+1 
 
First,  a  combined  population  Rt=PtUQt  is  formed.  This 
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Figure 2. An iteration procedure of the NSGA-II algorithm. 
 
 

 
allows parent solutions to be compared with the child 

population, thereby ensuring elitism. The population Rt is 

of size 2N. Then, the population Rt is sorted according to 
non-domination and non-dominated fronts F1, F2, and so 
on are found. The algorithm is illustrated in the following: 
 

The new parent population Pt+1 is formed by adding 

solutions from the first front F1 and continuing to other 

fronts successively till the size exceeds N. Individuals of 

each front are used to calculate the crowding distance – 

the distance between the neighboring solutions. 

Thereafter, the solutions of the last accepted front are 

sorted according to a crowded comparison criterion and a 

total of N points are picked. Since the diversity among the 

solutions is important, the crowded comparison criterion 

uses a relation αn as follows: solution i is better than  
solution j in relation αn if (irank < jrank) or ((irank = jrank) and 
(idistance > jdistance)). That is, between two solutions with 
differing non-domination ranks, the preference is the  
point with the lower rank.  

Otherwise, if both the points belong to the same front 
then the preference is the point, which is located in a 
region with smaller number of points (or with larger 

 
 

 
crowded distance). This way solutions from less dense 
regions in the search space are given importance in 
deciding which solutions to choose from Rt. This 
constructs the population Pt+1. This population of size N 
is now used for selection, crossover and mutation to 
create a new population Qt+1 of size N. A binary 
tournament selection operator is used but the selection 
criterion is now based on the crowded comparison 
operator αn. The aforestated procedure is continued for a 
specified number of generations. It is clear from the 
earlier description that NSGA-II uses (i) a faster non-
dominated sorting approach, (ii) an elitist strategy, and no 
niching parameter. It has been proved that the 
aforementioned procedure has O(MN

2
) computational 

complexity. The outline of the proposed optimization 
strategy is shown in Figure 2. 
 
 
THE APPLICATION EXAMPLE 
 
Assembly is the process by which various parts and 
subassemblies are brought together to form a complete 
assembly or product which is designed to fulfill a certain 
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Figure 3. The gear box assembly. 

 
 

 
mechanical function. A proper allocation and analysis of 
tolerance among the assembly components is important 
that the functionality and quality of the designs are met. 
Figure 3 is a classic Bjorke gearbox assembly (Bjorke, 
1992). The gearbox assembly is the application example 
for the proposed tolerance design. The gearbox assembly 

consists of components X1, X2, X3, X4 and X5. The 
assembly function that describes the quality value is: 

 
 

 
(Chase.K.W et al, 1990). The response variable in this 
study is Total cost which is sum of manufacturing cost 
and quality losses and it is expressed as 
 

Q 

U ij  − Tj 2
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TC i   ∑ k j  σ ij
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Where m  is  the  total  number  of  components from  q 
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(6)
      assembly dimensions in a 

finished product, Kj  the cost coefficient of the jth resultant dimension for quadratic loss  
function, Uij the jth resultant dimension from the ith 

experimental results, σ ij the jth resultant variance of 
statistical data from the ith experimental results, Tj the 

design nominal value for the jth assembly dimension, tik 
the tolerance established in the ith experiment for the kth 

component, and CM(tik) the manufacturing cost for the 
tolerance tik.  

Then neural network model of cost-tolerance function is 

developed as follows. The 2/3
rd

 of experimental results 
drawn randomly are used to train the neural network. 
Before applying the neural network for modeling, the 

 The associated component dimensions and tolerances, 

U1, U2, U3, U4, U5; t1, t2, t3, t4 and t5, must be determined so 
that the gap Y, between the bushing and hub fall within 

the functionality limits, T ± S, where T is 0.900 mm and S 
is 0.200 mm. Table 1 shows process capability limits for 
each component. The associated low, middle and high 

levels for input factors Ui and ti are decided as shown in 
Table 2 and 3. Table 4 shows the parameter level for each 
component. The tolerance design involves following 
stages. Initially a neural network model of cost-tolerance 
function is developed based on the experimental results 
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Table 1. Process capability limits for each component. 

 
 Component I Lower limit (mm) Upper limit (mm) 
 t1 0.014 0.042 
 t2 0.018 0.052 
 t3 0.024 0.072 
 t4 0.009 0.027 
 t5 0.010 0.030 

 
 
 

Table 2. Feasible design space for each component. 
 

 Component I Lower limit (mm) Upper limit (mm) 
 X1 15.9879 16.0121 
 X2 17.9850 18.0150 
 X3 28.9792 29.0208 
 X4 1.7922 1.8078 
 X5 2.2913 2.3087 

 
 
 

Table 3. Tolerance and cost for each component. 
 

 Component I Lower level $(mm) Middle level $ (mm) Upper limit $ (mm) 
 t1 733.7(0.014) 579.8(0.028) 517.5 (0.042) 
 t2 674.8(0.018) 541.7(0.035) 497.4 (0.052) 
 t3 1385.8(0.024) 975.0(0.048) 899.3 (0.072) 
 t4 541.2(0.009) 436.5(0.018) 403.6 (0.027) 
 t5 522.8(0.010) 425.6(0.020) 398.7 (0.030) 

 
 
 

Table 4. Parameter levels Ui for each component. 
 

 Component I Lower level (mm) Middle level (mm) Upper level (mm) 
 X1 15.9879 16.0000 16.0121 
 X2 17.9850 18.0000 18.0150 
 X3 28.9792 29.0000 29.0208 
 X4 1.7922 1.80000 1.8078 
 X5 2.2913 2.3000 2.3087 

 

 
architecture of the network has been decided; that is the 
number of hidden layers and the number of neurons in 
each layer. As there are 10 inputs and 1 output, the 
number of neurons in the input and output layer has to be 
set to 10 and 1 respectively. Also, the back propagation 
architecture with one hidden layer is enough for majority 
of the applications. Hence only one hidden layer has 
been adopted. A procedure was employed to optimize the 
number of neurons in the hidden layer. Accordingly, an 
experimental approach was adopted, which involves 
testing the trained neural networks against the remaining 

1/3
rd

 of experimental results. Experimental and predicted 

 

 
outputs for different number of neurons have been 
compared. The regression statistics for different 
architecture are determined. The training function used in 
this research is Gradient descent with momentum back-
propagation. The transfer function used in this research is 
tan-sigmoid and gradient. Descent w/momentum 
weight/bias learning function has been used. The learning 
rate = 0.7, momentum = 0.65 and training epochs = 2000. 
The weights (and biases) are randomly initialized 
between -0.5 and 0.5.Once the neural network gets 
trained, it can provide the result for any arbitrary value of 
input data set. Thus the neural 
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Figure 4. The Pro/E model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. The meshed model. 
 
 

 
network model for the above problem is developed as per 
the approach discussed previously. Once the neural 
network model of the cost-tolerance function is 
developed, than Finite element analysis of the assembly 
is done.  

The major constraints in the presented design are 
variation of thermal environment both within and among 
various application categories and inertia effects. Hence 
the design which withstands temperature variation and 
inertia must be considered in the present case. If the 
temperature is 25°C when the gearbox is assembled and 
then varies between 10°C and 40°C during application; if 
the self weight of the shaft is considered and inertia effect 
due to angular velocity of the shaft is considered, then 

 
 

 
the deformation is determined using Finite Element 
Analysis. First, a 3D model of the gearbox assembly is 
created using Pro/E wildfire 3.0 software (Figure 4). Then 
it is converted into a file type (.sat) suitable for importing 
the same in the Ansys software version 11.0. Once the 
model is imported, material properties for the three 
components, shaft, bushing and casing is given. Then the 
model is meshed with SOLID98, which is a 10-node 
tetrahedral element with quadratic displacement behavior 
and it is well suited to model irregular meshes (such as 
produced from various CAD/CAM systems). The meshed 
model has 71223 elements and 107,726 nodes as shown 
(Figure 5). Then the loads and constraints are applied as 
shown (Figure 6). In order to account for inertia effects 
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Figure 6. Applied loads and constraints. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Deformation plot for 10°C. 

 
 

 
like gravity, angular velocity, etc., appropriate values for g 

(9.81 m/s
2
) and ω (rad/sec) are given. Then the 

deformation is calculated for three levels of temperature 
within the operating range (that is 10°C, 25°C and 40°C). 
Figure 7 shows the deformation pattern for 10°C. The 
variation of deformation along the length of the shaft is 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
determined for all the three values of temperature (Figure 
8 to 10). The deformation due to thermal and inertia effect 
for various temperatures is plotted (Figure 11). Table 5 
has deformation values for different levels of temperature. 
It is observed that the deformation has a linear 
relationship with the temperature and the same is 
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Figure 8. Deformation vs length plot (10°C). 
 
 
 
 
 
 
 
 
 

 
7.707 

 
6.671 

 
5.633 

 
4.595 

 
3.557 

 
2.519 

 
1.481 

 
0.443 

-0.594 

-1.632 

-2.670 
 

0  3.4 6.8 10.2 13.6 17 20.4 23.8 27.2 30.6 34 
            
            

            
            
            

 
Figure 9. Deformation vs length plot (25°C). 
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Figure 10. Deformation vs length plot (40°C). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 11. Deformation vs Temperature. 

 
 

 
determined.  

Once the deformation is determined and linear 
relationship between the deformation and the process 
variable (temperature) is determined, then the optimal 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
values of the component dimensions and tolerances are 
determined by using NSGA II. Table 6 shows the NSGA II 
specific data. The solution of the gearbox assembly case 
can be found by solving the following mathematical 
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Table 5. Deformation for various temperatures. 
 

 S/No Temperature (°C) Deformation (mm) 
 1 10 0.4791E-2 
 2 25 1.1395E-2 
 3 40 1.18115E-2 

 
 

 
Table 6. Optimal values Ui and ti for TC at various temperatures T. 

 
Temperature 10°C 25°C 40°C 

Optimal values TC TC TC 
t1 0.0276 0.0278 0.0282 
t2 0.0243 0.0245 0.0254 
t3 0.0256 0.0257 0.0264 
t4 0.0215 0.0218 0.0219 
t5 0.0295 0.0297 0.0298 
X1 15.9882 16.0000 16.0121 
X2 17.9923 18.0000 18.0150 
X3 28.9792 29.0000 29.0208 
X4 1.7922 1.80000 1.8078 
X5 2.3086 2.3000 2.3087 

Optimal response value $ 2535.52 $2531.25 $2528.12 
 
 

 
Table 7. The NSGA II specific data. 

 
Variable type Real variable 
Population size 100 
Cross over probability 0.7 
Real parameter mutation probability 0.2155 
Real parameter SBX parameter 10 
Real parameter mutation parameter 100 
Total no of generation 100 

 
 

 
models: 

 

MinimizeTC  F(t1 , t 2 ...t 5 , U1 , U2 

.....U5 ) subjectedto : 
 

U1   U2  − U3  − U4  − U5  ≤ 0.900 
 

t1
2
   t 2 

2
   t3 

2
   t 4 

2
   t5 

2
   ≤ 0.200 δ 

 
 

 
deformation determined using FEA. The deformation δ 
(Figure 11) is found to have a linear relationship with the 
variable temperature while the inertia effects like gravity 
and angular velocity are constant. The Problem (7) is 
solved by the proposed NSGA II discussed previously. 
The outline of the proposed optimization strategy is 
shown in Figure 2. The optimization strategy is explained  

(8)
 as follows. Initially, the cost-tolerance function is 

established by the neural network model. Once the neural 
network based cost – tolerance function is established, 
and then optimization of the problem (Equation 7) is 

carried out using NSGA II. The optimization 
program determines the set of tolerance and 
component dimensions with minimum cost. The 
least cost is found for all the three values of 
temperature (Table 7). 

 

 A clearance of 0.9 mm has to be maintained, between the 
bushing and hub should be 0.900 mm. Another functional 
constraint is the constraint equation developed using 
statistical tolerance design method, where δ is the 

 where δ  f (temperature) 



 
 
 
DISCUSSION 
 
Once a customer starts using a product, the quality of 
that product can vary for many reasons. Temperature 
impact and gravity effects have been found to be one of 
the reasons for variation in quality of the product. Product 
specifications must be perfectly fulfilled in order to 
manufacture a quality product. Furthermore, products 
may consist of a few components which are associated 
with various materials, grades, and tolerances. The cost 
involved for each component varies due to selected 
materials or assigned tolerance values. Hence, product 
design that considers the thermal impact and inertia 
effects is required to design those products successfully. 
The customer’s perception of the quality of a design is 
closely related to the sensitivity of the design to 
environmental impact, which is the temperature and 
inertia effect. Design engineers must minimize the effects 
of the previously discussed factors on performance of the 
product; that is, a robust design regulating thermal impact 
is required. There are three ways to minimize quality 
variation caused by thermal impact: 
 
1) Eliminate the reality of the thermal impact and inertia 
effects.   
2) Design a product with a feature and parameter which 
can eliminate the deformation.   
3) Have a robust design that enables to reduce 
deformation due to thermal and inertia effects.  

 
It can be very costly, inconvenient, and inefficient to 

realize the first and second ways of eliminating 
temperature impacts, because some thermal impacts 
cannot be controlled and others are too expensive or 
difficult to control. A product or process is said to be 
robust when it is insensitive to the effects of sources of 
variation, even when the sources have not been 
eliminated. This leads to the third way which is a robust 
design - a process that results in a product performance 
which is minimally affected by temperature impact. 
Robust design focuses on minimizing variation or creating 
a system less sensitive to variation, making it possible to 
decrease cost, because expensive means for controlling 
quality are no longer necessary. Hence, this third method 
of eliminating temperature impact should be attempted 
before the first and second ways are tried. The objective 
of this study is to develop a robust product or process 
design that functions as intended under a wide range of 
temperatures for the duration of the design stage. 
 
 
 
Conclusion 
 
Using neural network, FEA and NSGA II, a statistical 
optimization of parameter and tolerance determination for 
assembly under various temperature and inertia effects 
have been developed. With the presented approach, 
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critical component parameters and tolerances can be 
identified,and optimal component parameter and 
tolerance values can be determined. The component 
parameter and tolerance values found are the most 
robust to withstand temperature variation during the 
products application. Benefits also include low failure 
related costs and high product reliability. These benefits 
make it possible to create high-quality and cost effective 
parameter and tolerance design at the earliest stages of 
product development. 
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